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Abstract

Demystifying Large Language Models (LLMs)
is a crucial task to better scale the models dur-
ing inference by optimizing pruning and KV
caching strategies. The recent discovery of re-
trieval heads along with their use in optimizing
KV caching has been profound. But limited
works focus on multilingual extensions of the
mechanistic explanations. We extend the re-
cent work on retrieval heads to multilingual
settings. Our initial observations suggest the
following aspects of retrieval heads: (i) Not all
retrieval heads are common across languages,
with nearly 30-40% being language-specific.;
(ii) he strength of retrieval heads is strongly cor-
related with their language-agnostic behavior
with strongest retrieval heads common across
all three languages and vice-versa; and (iii)
Masking top-k language agnostic heads lead
to negatively impacts models retrieving capa-
bilities across all the languages. These ob-
servations further highlight the critical role
of retrieval heads, particularly the strong re-
trieval heads. We believe these insights can in-
form the development of more efficient pruning
and KV-caching strategies. Code and experi-
ments are available at https://github.com/
shaswatpatel123/Retrieval_Head.

1 Introduction

Recent advances in Large Language Models
(LLMs) have shown impressive results in various
tasks like reasoning, coding, general knowledge,
etc. (DeepSeek-AI et al., 2025; Qwen et al., 2025)
To better understand the role of different compo-
nents in LLMs various mechanistic studies have
been conducted (Olsson et al., 2022a; Wu et al.,
2024; Fu et al., 2024). Recent work has uncovered
the presence of retrieval heads, a small subset of
attention heads that play a crucial role in retriev-
ing relevant information from long context (Wu
et al., 2024). Pruning these heads leads to failure
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in retrieving information and models start to hal-
lucinate. Furthermore, these heads play a crucial
role in Chain-of-thought (CoT) prompting strate-
gies and pruning them leads to measurable drop in
performance in CoT-based downstream tasks.

In this study, we propose to extend the retrieval
heads functionality to multilingual settings. Mainly,
we propose to answer the following questions:

1. Are retrieval heads language agnostic? What
characteristics are shared by retrieval heads
common across languages?

2. How does translation impact head activations?

3. What is the effect of masking retrieval heads
associated with a certain language?

Our findings suggest that not all retrieval heads
are language agnostic with nearly 30-40% being
language-specific. The language agnostic heads
are mainly the strongest retrieval heads while the
language specific heads are mainly weaker retrieval
heads. Lastly, pruning language specific heads lead
to significantly large drop in downstreaming task
when compared to pruning language agnostic heads.
Overall, our finds further demystify the character-
istic of retrieval heads by analyzing the activation
patterns of attention in multilingual setting.

2 Related Work

Various studies have proposed techniques to mech-
anistically demystify attention heads and have dis-
covered various functionalities performed by a cer-
tain set of attention heads (Zheng et al., 2024). Mc-
Dougall et al. (2024) identified Copy Suppression
behavior of layer 10 head 7 in GPT-2. Copy Sup-
pression is the functionality of the attention head to
reduce the prediction of a token that has appeared
previously in the context. This can prevent the
model from naively copying tokens, leading to im-
proved calibration and more accurate predictions.
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Gould et al. (2024) identified Successor heads that
perform incrementation of tokens in naturally or-
dered sequence. Olsson et al. (2022b) extend the re-
search into Induction heads for in-context learning
setting, and correlate the importance of induction
heads for in-context learning. Mainly, they identify
that emergence of Induction Heads coincides with
sudden improvement in in-context learning abilities
of the models. Wu et. al. identified Retrieval Heads
which are responsible for extracting information
from extended context.(Wu et al., 2024)

Similarity, prior works have discovered several
characteristics of multilingual LLMs. Wendler et al.
(2024a) identified language bias in Llama models
where-in the Llama model’s initial and final layers
work on the original input language but middle-
layers largely work on space closer to English.
Zhang et al. (2025) recently investigated LLMs for
multilingual settings and observed that LLMs share
circuits for identical syntactic processes and em-
ploy distinct attention heads and feed-forward lay-
ers for language specific linguistic processes. Other
works have tried to identify language-specific neu-
rons (Tang et al., 2024) and studied how multi-
lingual language models remember facts (Fierro
et al., 2025). In similar vein, our work uncovers
the characteristics of retrieval heads in multilingual
language models.

Chua et al. conducted a comprehensive analy-
sis investigating how well multilingual large lan-
guage models (MLLMs) perform across different
languages. Their findings show that MLLMs tend
to perform best when both the questions and doc-
uments are in English, while performance signif-
icantly degrades when the relevant facts are un-
available in the target language. This suggests that
knowledge within these models is heavily concen-
trated in English. Furthermore, translating non-
English questions into English improves retrieval
performance, indicating that the primary bottle-
neck is access to knowledge rather than linguistic
fluency. To support their conclusions, the authors
constructed a crosslingual open-retrieval question
answering benchmark spanning 26 languages and
derived insights through controlled experimental
comparisons. However, the internal mechanisms
within MLLMs responsible for such performance
disparities remain unexplored. Therefore, our work
aims to extend retrieval head analysis to multilin-
gual settings in order to uncover the internal fac-
tors contributing to these performance differences.

(Chua et al., 2025)

3 Experimental Setup

3.1 Detecting Retrieval Head

We identify retrieval heads in multilingual set-
tings using the Needle-In-A-Haystack (NIAH) task
(Kamradt, 2023). We derive inspiration from Wu
et al. (2024) and follow a similar experimental
setup with few changes to accommodate discrepan-
cies induced by multilingual settings.

Needle-In-A-Haystack: NIAH task consists of
a tuple (c, q, k) where c is long-context text(also
known as haystack), q is the question and k is the
answer related to the question(also known as nee-
dle). Generally, the q is such that the model has
no parametric knowledge regarding the answer and
has to retrieve the k to answer the question. NIAH
showcases a model’s ability to accurately answer
questions based on a long context. In our study, we
further extend NIAH to various languages.

Retrieval score: Following prior work Wu et al.
(2024) we calculate retrieval score by considering
the ratio between the intersection of the needle
tokens and decoding tokens to the number of de-
coding tokens.

Retrieval score =
|gh ∩ k|

|k|

where gh is the token copy and pasted by a given
attention head h, k is the needle inserted into the
long context. Hence, the retrieval score ranges
from 0 to 1 and represents each attention head’s
role in retrieval.

Using retrieval scores associated with attention
head we can quantify which heads illustrate copy-
paste behavior for different languages.

3.2 Extending Needle In A Haystack to the
multilingual setting

To extend the NIAH task for different languages,
we first create a haystack using Wikipedia dumps
of each language.1 For needles, we use Google
Translate2 to translate existing needles from
NeedleBench (Li et al., 2024) by choosing three
different sets of needle, question and answer tuples.

1https://en.wikipedia.org/wiki/Wikipedia:
Database_download

2https://translate.google.com/?sl=hi&tl=mr&op=
translate
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Figure 1: Needle-in-a-haystack results across three different languages. From left to right - English, German,
Chinese. From top to bottom - Qwen-2.5-3B Instruct, Phi3.5 MiniInstruct. Depth Percent refers to the % of depth
in the haystack where the needle is inserted. Most languages perform well across both models except German as
certain noun is not faithfully translated.

Figure 2: Pipeline to extend Needle-In-A-Haystack task
to multiple languages

Therefore, while the haystack changes with the lan-
guage, the content of the needle remains uniform
for a fair comparison. We have so far extended
the existing benchmark for Chinese, German, and
Arabic languages and provide the results in Figure
1.

4 Results

4.1 Analyzing distribution of retrieval heads
across different languages

Wu et al. (2024) characterized four properties for
retrieval heads namely - Universality, Sparsity,
Intrinsic Nature, and Dynamic Activation. The
work extensively described experiments presenting
evidence for each property. We extend this form
of analysis in the multilingual setting. First, we
determine the degree of intersection of retrieval
heads across different languages. Later we exam-
ine the correlation of strength of each retrieval

head to its corresponding intersecting class.
Finally we show that the distribution of retrieval
heads is also correlated with the corresponding
language-distance such that retrieval heads are
similar for similar languages and vice versa. We
conduct our experiments on two open-source
models Qwen2.5-3B Instruct(Qwen et al., 2025)
and Phi3.5-Mini Instruct(Abdin et al., 2024). Our
experiments provide the following findings:

Finding 1: Retrieval heads are composed
of language-agnostic and language-dependent
attention heads
We investigate the degree of intersection of
retrieval heads for three languages—English,
German, and Chinese—these three languages
have been carefully picked based on their known
language distances.(Lauscher et al., 2020; Philippy
et al., 2023) English and German, both belonging
to the Germanic branch of the Indo-European
language family, share linguistic similarities, while
Chinese, part of the Sino-Tibetan family, presents
a distinct linguistic profile.(De Gregorio et al.,
2024).
From Figure 4 inner-ring, we observe that 40-70%
of retrieval heads are are common across all
three languages (41 of 58 heads in Qwen-2.5_3B-
Instruct, 28 of 66 in Phi-3.5_3B-Mini-Instruct).
The rest of the retrieval heads that appear only
in one or two languages are deemed specific to
those languages. Other forms of correlation like



Figure 3: Visualizing retrieval heads for Qwen-2.5 and Phi-3.5 models across Transformer layers and head indexes
for English, German, and Chinese languages. Top: Qwen-2.5-3B-Instruct; Bottom: Phi-3.5-3B-MiniInstruct

Figure 4: Distribution of Retrieval heads across different languages. en: English, de : German, zh : Chinese.

language pairwise intersections are less generaliz-
able across models suggesting the dependence on
the underlying architectures and training practices.
Further experiments on a diverse range of model
architectures and scales can help reinforce this
observation.

Finding 2: Strong retrieval heads are generally
language-agnostic while weaker heads are
language exclusive.

Wu et al. (2024) classified attention heads
based on their absolute retrieval scores into

four categories - Strong (≥ 0.5), Moderate
(0.1, 0.5), Weak (0, 0.1), and Non-retrieval heads
(0). Our initial experiments suggest that strength
of retrieval heads is strongly co-related with its
language-agnostic behaviour. As suggested by
Figure 4 outer-ring for both the models most strong
and moderate attention heads are shared across the
three languages. Meanwhile, a majority of weak
attention heads (100% for Qwen-2.5 and 73% for
Phi-3.5) are exclusive to a single language or found
in two languages. Additionally we find that the
raw retrieval scores in Phi 3.5 are lower than Qwen



Figure 5: Difference in pair-wise ranks of retrieval heads across Transformer layers and head indexes.

2.5, particularly in German. As stated earlier, this
is due to poor retrieval accuracy in that language.3.
Figure 3 visualizes the presence of retrieval heads
across various transformer layers and head indexes.
We observe that while retrieval heads discovered
in Phi-3.5 do not show any localization behavior,
retrieval heads in Qwen-2.5 are particularly
abundant in the later layers of the transformer.
This observation is in line with previous research
regarding LLMs handling multilingual prompts.
The LLM translates text to English in the initial
layers while processing the request in the middle
layers. Later, the English answer is translated
back to the language of conversation in the final
layers of the Transformer block. (Wendler et al.,
2024b). We find that language-specific weaker
heads are more localized in the final layers of the
transformer, eliciting translation behavior (Figure
3)

Language/Model Qwen-2.5 Phi-3.5
En-Zh 0.58 0.77
Zh-De 0.72 0.80
En-De 0.85 0.89

Table 1: Comparison of language pair scores across
Qwen-2.5 and Phi-3.5 models

3Hence in Phi-3.5 we do not find any heads that have a
score greater than 0.5 for all three languages given the highest
score in German is 0.45

Finding 3: The pairwise correlation between
retrieval heads from different languages is
associated with their known language-distance.

Language distance is a widely studied topic in
Linguistics, where languages are grouped as being
similar or dissimilar based on their origin, writ-
ten scripture, indentation, and other factors. We
find that the retrieval heads also exhibit a similar
property where heads from linguistically closer lan-
guages are highly correlated as compared to heads
from linguistically disparate languages. We uti-
lize relative ranking of heads to measure retrieval
strength instead of raw scores to normalize across
various languages. Hence the head with the highest
retrieval score is ranked 1 and accordingly for other
heads. We then compare pairwise ranks between
two languages where high correlation factor sig-
nifies more similarity between retrieval heads of
those languages. Table 1 shows the pairwise rank
correlation progressively increases with decrease
in language distance (from English and Chinese
to English and German). Figure 5 visualizes the
difference in pair-wise ranks between languages
across various layers and head indexes.

4.2 Retrieval-translation heads evaluations

In this section, we investigate the effect of transla-
tion and attention head activation. our experimental
setup follows the standard NIAH framework, we



Heads Masked ROUGE (EN) Drop (EN) ROUGE (DE) Drop (DE) ROUGE (ZH) Drop (ZH)

0 0.976 – 0.786 – 0.939 –
17(LS) 0.925 5.22% 0.708 9.90% 0.877 6.60%
25(LA + LS) 0.853 12.6% 0.757 3.60% 0.787 16.18%
34(LA + LS) 0.790 19.1% 0.728 7.37% 0.858 8.63%

Table 2: Masking out language-agnostic top-k retrieval heads severely damage the retrieval capabilities across all
languages. Causally proving that stronger retrieval heads are shared by all languages.LA refers to language-agnostic
heads, while LS denotes language-specific heads.

Figure 6: Multilingual evaluation on Qwen2.5 3B Instruct, where the haystack, needle, and prompt are in English.
The model is expected to generate a response in Chinese.

introduce an additional constraint by prompting
the model to respond in a specified target language
while keeping the needle, haystack, and prompt
in one specific language. This configuration is de-
signed to identify attention heads involved in both
retrieval and translation. Since the model must first
retrieve the relevant information and then trans-
late. This setup is similar to Fu et al. (2025) for
identifying retrieval-reasoning attention heads. For
this experiment, we use Qwen2.5-3B Instruct. The
haystack, needle and prompt are in English while
the model is prompted to generate the output in
Chinese.

Finding 4: As shown in Figure 6, the
model struggles in this setting, exhibiting lower
ROUGE scores across different contexts and
depths. We observe that the model straggles in
this setting and observe that non of the attention
heads have any retrieval scores(light blue indicates
0 retrieval scores). While some heads do exhibit
non-zero retrieval scores, values below 0.01 are
rounded to zero to avoid misclassifying noisy at-
tention patterns as true retrieval behavior. This
suggests that our current experimental setup does
not generalize well to this translation scenario and
a careful experiential design is required to identify
retrieval-translation heads. We also provide ex-
amples for German language setting in Appendix
Figure 1.

4.3 Masking retrieval heads

In this section, we examines the effect of masking
retrieval heads on NIAH task. Across the experi-
ments we use Qwen2.5-3B Instruct model as it has
shown near perfect ROUGE scores across for the
NIAH task(Table 1). Wu et al. (2024) have pre-
viously observed that masking top retrieval heads
negatively impact models capabilities across multi-
ple tasks.

Finding 5: Masking language agnostic heads,
following their importance rankings, causes per-
formance degradation across all languages.

We extend masking experiments to multilingual
NIAH setting by initially masking all the language-
specific retrieval heads. Then, we progressively
mask the top-k ranked retrieval heads, the top-k
heads are ranked based on retrieval scores obtained
via English experiments. In our experiments, we
apply mask to top 8, and top 17 ranked retrieval
heads.

As observed in Table 2, as the number of atten-
tion heads masked increases, the drop in ROUGE
score increases. Furthermore, masking language
specific head also decreases the ROUGE scores but
the severity in drop is more profound for language
agnostic heads.



5 Conclusion and Future Work

This paper further demystifies the retrieval heads
and their characteristics in a multilingual setting.
We conduct an in-depth analysis and illustrate that
strong retrieval heads are language agnostic. The
language agnostic heads strongly influence the
downstreaming tasks compared to compared to lan-
guage specific heads, which are generally weaker
heads. We believe these insights can inform the
development of more efficient pruning and KV-
caching strategies.

Future work. We anticipate that our findings
can serve as a foundation for numerous future re-
search directions. Fu et al. (2025) build on Wu
et al. (2024)’s work by allocating different KV
caching budget based on retrieval reasoning scores.
A similar extension is also possible for multilin-
gual QA tasks based on our findings. As illustrated
in our Multilingual Code Evaluation experiments,
a careful design is required to identify retrieval-
translation heads and can be a promising extension.
Moreover, while our study centers on identifying
retrieval heads in trained models, the dynamics of
their emergence during the training process remain
unexplored. The emergence of language-agnostic
behavior and its relationship to the composition
of the training data remains unexplored. These
questions present promising avenues for future re-
search, building upon the framework established in
our study.
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A Appendix

Figure 1: Retrieval-translation attention heads experiment failure cases where the haystack, needle and query is in
English while the expected answer is in German.


